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Abstract: Coherent nature of crowd movement allows representing the crowd motion using sparse features. However,
surveillance videos recorded at different periods of time are likely to have different crowd densities and motion characteristics.
These varying scene properties necessitate use of different models for an effective representation of behaviour at different
periods. In this study, a density aware approach is proposed to detect motion-based anomalies for scenes having varying crowd
densities. In the training, the sparse features are modelled using separate hidden Markov models, each of which becomes an
expert for specific scene characteristics. These models are then used for anomaly detection. The proposed method
automatically adapts to the changing scene dynamics by switching to the most representative model at each frame. The authors
demonstrate the effectiveness and real-time performance of the proposed method on real-life datasets as well as on simulated
crowd videos that they generated and made publicly available to download.

1 Introduction
Owing to the vast number of surveillance cameras, it has become
difficult for human agents to observe and analyse the public areas
without the help of an automated system. While there are a high
number of studies aiming anomaly detection through tracking of
individuals, such methods are generally not feasible in crowded
scenes; tracking performance decreases with the increasing crowd
density due to occlusions and there is a high computational cost as
there are higher number of subjects to track simultaneously. As a
result, there has been an interest in developing specific methods
aiming at crowd surveillance. Crowd density in an observed scene
is dynamic and subject to change in time. Variations in the density
have a direct effect on the observed crowd motion characteristics,
making crowd density an important parameter that needs to be
incorporated into the crowd anomaly detection applications.
However, this has mostly been overlooked until recently and the
existing solutions use a single model without taking the varying
scene characteristics into account.

In this paper, we model the scene using the motion behaviour
obtained from the statistics of motion flow data. Then, we generate
outlier data to simulate the abnormalities and model the motion
behaviour using a hidden Markov model (HMM). With each new
observed frame, we match the frame to the closest trained model
using similarity of the statistics based on the crowd density
information and motion behaviour and perform anomaly detection
using the appropriate model. In this study, anomalies are defined as
events having unexpectedly different motion characteristics than
the usual behaviour in the scene. The usual behaviour is learned
from the normal training videos and the method can be configured
to detect low- or high-velocity anomalies depending on the target
application area.

Density awareness in crowded scenes is a subject that has
recently received attention. A density aware person detection and
tracking method is described in [1] where optimisation of a joint
energy function is performed combining crowd density estimation
and localisation of individuals. In a recent work [2], a crowd
density map of the scene is extracted and the following analyses
are conducted using this map. In [3], a unified framework for
tracking individuals and groups of varying densities is presented.
On the other hand, none of these methods specifically aim anomaly
detection and they do not provide a model switching mechanism
contrary to our proposed method.

The advantages of the proposed approach are as follows: (i) it
can automatically adapt to the changing scene dynamics by
selecting the appropriate model at each frame, (ii) it is able to run
in real time by the use of sparse features and statistical
representation of motion, (iii) it is privacy preserving as it does not
require detection or tracking of the individuals and (iv) it does not
require any training video containing anomaly and could be easily
adapted to the specific application.

2 Related works
The first step for anomaly detection in crowded scenes is extraction
of the features to represent crowd dynamics. This is then followed
by a learning method to detect anomalies using these features.
There are a variety of feature extraction and learning methods
investigated for this purpose. In [4], pixel trajectories are obtained
with particle advection, social forces [5] between the particles are
computed and Latent Dirichlet allocation (LDA) [6] is used to
detect anomalies. Particle advection is a costly process and non-
viable for real-time processing. Another social force-based
anomaly detection method is described in [7].

In [8], a spatio-temporal grid is applied on the video and optical
flows are obtained in each grid. Using the flow data, atomic motion
patterns are extracted using a mixtures of probabilistic components
analysis [9] and the output of this process is fed into a Markov
random field for anomaly detection. In [10], normal behaviour is
modelled using low-level features of the scene and anomaly
detection is performed by applying a threshold on the likelihood of
the observation. In [11], three-dimensional grey-level dependency
matrix and optical flow data are used to train a mixture model and
outliers are labelled as anomalies. In [12], spatio-temporal cuboids,
which allow using both texture and motion data, are extracted. A
state search within the states modelled using the training data in a
predetermined radius is done and if the search turns empty, the
frame is classified as an anomaly. However, there is no generally
accepted way of determining this radius. A method that jointly
models the crowd information using mixtures of dynamic textures
(MDT) is proposed in [13]. In [14], a linear combination of
gradients is used to represent the scene. The number of parameters
and the error in representation are minimised and a predefined
threshold is used to ensure the optimality in training. Test scenes
are then fed into this model and their likelihood is computed using
another threshold. Optimisation of this threshold for the best
performance requires prior knowledge of the test dataset. In [15],
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the periodicity in the scene is modelled using a Markov model and
significant deviations are classified as anomalies. While the
periodicity assumption is valid for scenes like underground
stations, such periodicity may not be always present in pedestrian
zones such as parks and streets.

Use of sparse features to represent crowd motion has started to
be investigated recently. In [16], scale-invariant feature transform
features matched in the consecutive frames are modelled using a
Gaussian mixture model. In [17], ORB (oriented FAST and rotated
BRIEF) features are used to represent the motion behaviour in
overlapping spatial zones which are then modelled using a coupled
HMM. In [18], Kanade–Lucas–Tomasi feature tracking is used to
obtain partial trajectories of corners. Then these trajectories are
grouped into visual words based on their motion characteristics and
a dictionary is obtained. The visual dictionary is modelled using
LDA.

In [19], hierarchical feature representation is used to extract the
frequently occurring geometric interaction which is then modelled
using Gaussian process regression. Anomaly detection is
performed on both global and pixel level. In [20], crowd motion
segmentation is used to detect the anomalies. This approach uses
the correlation information of the fixed sized batches and motion
segmentation is performed using min cut/max flow algorithm with
alpha expansion. In [21], detected corners are filtered using
interaction flow. Later the data is modelled using a random forest
classifier. In [22], stability analysis for dynamical systems is used
to determine the crowd behaviour. In [23], feature velocities are
computed and these velocities are modelled using a multilayer
perceptron feed-forward neural network.

These existing solutions use the same model for anomaly
detection regardless of the changing scene dynamics. A solution
using separate models which are experts for different scene
characteristics is expected to have a positive impact on the overall
performance. Hence, the main motivation of this work is
developing a solution where; (i) different models are trained for
different scene characteristics automatically and (ii) a model
switching approach for selecting the most representative model is
used.

3 Methodology
In the training phase, first, the background is subtracted and
perspective normalisation is applied. Following this, sparse
features are extracted and motion characteristics are calculated
based on these features. Training videos are not expected to contain
any anomalies and anomalies are simulated by the proposed outlier
data generation method. Different HMMs are trained for each
video to use later in the testing phase.

In the testing phase, first, sparse features are extracted and
matched, followed by perspective normalisation. Then a number of
properties are extracted at each testing frame, which are then used
to calculate a cost function to find the training data having the most
similar characteristics. The anomaly detection is carried out with
the HMM that was trained using the best matching data.

These steps are explained in more detail in the following
section.

3.1 Background subtraction

As the first step of background subtraction, dense optical flow
vectors [24] are calculated for each training video v having M × N
resolution. Then, for each v, the standard deviation of optical flow
at pixel (x, y), is calculated for all frames to obtain an M × N Sv
matrix and M × N average standard deviation matrix AS is
constructed

�� = ∑� ∈ ������ (1)

where Nv is the number of training videos. Then, a threshold, Th, is
used in classification of each pixel:

�(�,�) = 1 if ��(�,�) < �ℎ,0 if ��(�,�) ≥ �ℎ, (2)

where values of 0 and 1 indicate foreground and background,
respectively. Threshold Th needs to be selected according to the
noise and camera distance. If the scene is noisy, the threshold needs
to be higher as the variability in the background pixels will
increase. Also, if the camera is far from the scene, the observed
motion magnitude will be smaller and a lower threshold is needed.
The dataset is masked using this mask (Fig. 1b) and the analyses in
the subsequent sections are carried out using the masked datasets. 

3.2 Feature extraction

For each frame, the features are obtained using an ORB detector
[25] and described with the BRIEF descriptor [26]. These features
are matched between the two consecutive frames. The pixel-wise
velocity of a feature is calculated by the Euclidean distance
between the two feature points. Eight direction bins, d, are used to
capture the motion characteristics: [0° −45°):D1, [45° −90°):D2,
[90° −135°):D3, [135° −180°):D4, [180° −225°):D5, [225°
−270°):D6, [275° −315°):D7 and [315° −360°):D8. Pixel-wise
velocity vectors are calculated for all the frames f of each video v
for each direction d and the resulting matrix for each d, f, v, is
called Vdfv(x, y).

3.3 Perspective normalisation

In some cases, the positioning of the camera results in perspective
distortion and the similar real-world velocities at different locations
may generate different observed motion magnitudes. To overcome
this issue, perspective normalisation is applied in various
applications where perspective map is generated with the help of
user feedback [27].

In this work, we aim to automate this process by making use of
the average standard deviation matrix AS extracted for background
subtraction in (1). AS provides information regarding the expected
motion magnitude at each pixel. However, AS may be noisy since
motion levels may be different at different locations hence, we
apply smoothing on the foreground pixels of AS using moving
average method on each row to obtain ASs. For each row i where i 
≤ M, a new moving average window is constructed. The size of the
window is set as half the number of foreground pixels in AS(i). We
used k-nearest neighbour smoother in order to preserve the actual

Fig. 1  A sample frame, corresponding foreground mask and perspective map
a Sample frame from Peds1
b Foreground mask
c Perspective map where high motion activity areas are in lighter colours
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matrix dimensions. An example perspective normalisation map is
given in Fig. 1c.

Then, the velocities in Vdfv for each d, f, v are normalised using
ASs, producing the normalised velocity pixel matrix NVdfv:

�����(�,�) = ����(�,�)���(�,�) (3)

3.4 Outlier data generation for simulating abnormal activities

In many cases, training datasets do not include any abnormal
activities as anomalies may not occur frequently. It may also be
difficult to purposely generate anomalies for training as a sufficient
number of anomalies need to be recorded for each camera. To
eliminate the need for videos containing anomalies, we simulate
the abnormal activity by generating artificial data points based on
the datasets comprising only normal activities. The simulation
approach is widely used in finance for detecting and preventing
risks [28]. In this work, we adapt this technique to computer vision
and define risks (anomalies) as synthetic data.

Let MVdfv and SVdfv represent the mean and standard deviation
matrices of the foreground pixel (x, y) velocity values of NVdfv,
respectively. Then, for each v and d, we calculate the overall mean
and standard deviation of velocity changes. These calculations are
important in order to characterise the overall characteristics of the
video:

���′ = ∑� = 1� ������ (4)

���′′ = ∑� = 1� ������ (5)

where F is the total number of frames. The standard deviation
values σdv′ and ���′′  are also calculated using MVdfv and SVdfv,
respectively. Then the outlier data for simulating anomalies are
generated randomly from the following distributions:���� ∼ �(���′ × �,���′ × �) (6)���� ∼ �(���′′ × �,���′′ × �) (7)

where the coefficient c is determined according to the type of the
target anomaly and desired sensitivity. For the detection of high-
velocity anomalies, c should be selected between 1 and 2 and a c
value closer to 1 allows detection of marginally higher velocity
anomalies. On the other hand, a higher c value allows detecting
anomalies having velocities that are significantly higher than
normal. For the detection of low-velocity anomalies such as
congestion in a traffic flow, c should be selected between 0 and 1
depending on the level of congestion deemed as anomaly. As a
result, the training dataset is ensured to comprise both data points
exhibiting normal behaviour and synthetic data points simulating
the abnormal behaviour.

3.5 Model switching and fitting

Pedestrian zones exhibit different characteristics throughout the
day. During the rush hour, the scene may be overcrowded resulting
in very slow motion due to people blocking each other; while at
other times there might be fewer people, affecting the observed
motion. Modelling the normal behaviour using the videos from the
rush hour and using this model to detect anomalies throughout the
day results in a high false-positive rate. On the other hand, using all
the training data results in over-generalisation and missing of true-
positives. As a remedy, we propose a scheme where different
models are trained according to the varying scene characteristics.
In the testing phase, a cost function C is used to select a model
based on the characteristics of each frame and the classification is
done using this selected model that was trained using the video
with the most similar data characteristics to the given testing frame.

For modelling purposes, HMMs are employed due to the data
characteristics. The obtained statistics form a time series. HMMs
are used for modelling time series, which have latent (unobserved)
variables affecting the observations. In this case, the latent
variables represent the state of the scene (normal/abnormal) while
the observed variables are the calculated statistics.

First, the major directions of motion are determined based on
the feature counts in these directions. Then, for each training
dataset, two HMMs, one for modelling normal and the other for
abnormal behaviour, are fit. These HMMs become experts for the
specific scene characteristics of the particular training video. The
inputs of all the HMMs are MVdfv, SVdfv and Aμdv, Aσdv features in
these major directions for normal and abnormal behaviour,
respectively. Later, scene characteristics are calculated for each
training video and stored to be later used in model switching
decision making. Recall that MVdv and SVdv are F-dimensional
vectors holding the mean and standard deviation velocity vectors of
a video v for direction d. We define Zdv as the feature count vector
of frame f of video v in direction d where Zdv = 〈Zd1v, …, ZdFv〉.
The five features MVdv, SVdv, Zdv, μdv′ and ���′′  are calculated for
each training video. MVdf,testv, SVdf,testv and the feature count value
of frame f, denoted with Zdf,testv are used for describing the
characteristics of the testing video testv.

Cv, the cost function for v, is calculated between all the training
videos and the frame f of testv as follows:�v = ∑� ∈ �DFC��+ DM��+ DS��+ ���′ + ���′′ (8)

where DFC�� = ∥ �(���− ���, �����) ∥ (9)DM�� = ∥ �(MV��−MV��, �����) ∥ (10)DS�� = ∥ �(SV��− SV��, �����) ∥ (11)

where g(.)′ is the z-score normalisation function and ∥ . ∥ denotes
the norm. This norm is equivalent to the eigenvalue of the
normalised distance vector. Then, the training video with the
lowest C is selected. � = argmin� ∈ � �� (12)

where y is the index of the training video. This cost function
ensures that the test frame f and the selected video y are similar in
the sense that they have similar densities (measured by DFCdv) and
similar motion behaviour (measured by DMdv and DSdv). The
anomaly detection for frame f from the testing dataset is carried out
using the HMM built using the training video y.

Fig. 2 shows the velocity distributions of two randomly selected
test frames from the Peds1 dataset and the velocity distributions of
the matching training videos from the same dataset (i) when all of
the model switching conditions in (8) are applied, (ii) when the μdv′
constraint is removed and (iii) when the ���′′  constraint is removed.
C chooses a model which has a similar distribution with the testing
data, distribution of which has lower mean and standard deviation
values. If the latter two characteristics are discarded from the
computation in (8), a distribution with higher mean and standard
deviation values may be selected despite the similarity of both
training and testing dataset distributions, negatively affecting the
anomaly detection performance for the testing dataset. The
distribution similarity computed using the first three parameters
guarantees that both will have similar crowd characteristics
(density, motion). 

4 Datasets
We used three datasets in the experiments: Peds1 and Peds2
contain real videos while METUCrowd contains simulation videos.
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Peds1 contains 34 training videos having only normal
behaviour and 36 test videos having both normal and abnormal
behaviours [13]. Each video contains 200 frames of size 238 × 158.
For this dataset, we performed perspective normalisation as
described in Section 3.3.

Peds2 contains 16 training videos having only normal
behaviour and 12 test videos having both normal and abnormal
behaviours [13]. Each video contains a varying number of frames
of size 360 × 240. This dataset does not have a perspective
problem; therefore no perspective normalisation was performed.

METUCrowd consists of crowd simulation videos that we
generated and made publicly available to download [29].
Simulations have been created using Unity3D [30] which has a
realistic physics engine. Agents were derived from 6 human figures
(3 males, 3 females) and 20 different textures [31] resulting in 120
different characters. For artificial intelligence and path finding
Navigation Mesh technique was used. The simulations were
recorded at 25 fps and videos contain 500 frames at 640 × 480
resolution. The camera angle was set high to reflect real life
installations and this results in a perspective problem. Also, there
are trees blocking the view in some regions, causing partial or full
occlusion of moving objects.

For training, three different datasets having varying crowd
densities (low, medium and high, having approximately 150, 300
and 900 agents, respectively) for both pedestrian area and bicycle
lanes were generated. For testing, three datasets also having low,
medium and high densities were created. The anomalies in the test
videos are caused by agents riding bicycles or skateboards in the
pedestrian area and by persons walking on the bicycle lane (these
anomalies are not present in the training set). There are 12 videos
including two videos each for low, medium and high density for
both low and high velocity motions (sample frames of which are
shown in Figs. 3a, c and e, respectively) for training and 10 videos
including 6 videos with an agent riding bicycle, 3 videos with an
agent riding skateboard for testing high-velocity anomalies and a
video with an agent walking on the bicycle lane walking amongst
the people riding bicycle for testing low-velocity anomalies. An
agent riding a bicycle can be seen in Fig. 3b on the right and Fig. 3f
on the left. Another agent riding a skateboard can be seen in
Fig. 3d. 

We also generated a number of variants of the videos for testing
the effect of the environmental changes (trees swaying with the
wind, light changes caused by a passing cloud), details of which
can be found in Section 5.3.

5 Results
5.1 Experiment settings

Feature detection was performed using OpenCV [32] and the data
analysis was done in Matlab 2011b using BayesNet Toolbox [33]
on a PC with Intel Core i7–3630QM CPU 2.40 GHz with 8 GB
RAM. The outlier data generation coefficient c was set to 1.4 to
detect anomalies due to fast moving objects for all the datasets.

The motion of the pedestrians is bidirectional and there may be
three motion directions: in either one of the two directions or in
both directions. HMM mixture parameter is set to 3 to represent
this behaviour. HMM hidden state parameter is set to 3 to represent
different crowd densities (low, medium and high).

5.2 Performance of the density aware model switching

We randomly selected a testing frame and classified as normal or
abnormal with and without the proposed model switching approach
to demonstrate the effect of proposed model switching technique.
Fig. 4a shows the comparison of velocity histogram of all training
data with that of the test data. This test frame was randomly
selected from Peds1 testing set and the training data comprises all
the videos in Peds1 training set. As can be seen from the figure,
when all the training videos are used, the test video is entirely
within the normal range, which inevitably results in a number of
false negative detections. Fig. 4b shows the comparison of velocity
histogram of training data selected by the proposed method with
that of the same test data. As can be seen from the figure, when
model-switching mechanism is used, some values fall out of the
normal range, making the detection possible. Also, model
switching allows finding a model having more similar distribution
to the testing video. For illustration, a histogram of the training
dataset is scaled to a similar range to the testing data in both
figures. 

To further demonstrate the effect of the density aware model
switch, the results of two methods are reported: when density
switch is utilised and when the models are trained using all the data
in the training set as in traditional methods. Also, to demonstrate
the effect of model switching for different densities, the test set is
divided into three distinct density levels as low (<10 people),
medium (10–20 people) and high (>20 people). In both training
and test sets, there are a significantly higher number of medium-
density videos than both low- and high-density videos. This results
in a bias in the models as motion behaviour in medium-density
videos dominates the motion behaviour. In order to correctly
analyse the effect of density switching, the analysis was done
separately on different density levels. The classification
performances are shown in Fig. 5 as receiving operator
characteristics (ROC) for both approaches where Figs. 5a–c show
the ROC curves for low-, medium- and high-density videos,
respectively. Since the number of medium-density videos is higher
than both low- and high-density videos, the method trained with all
training videos is influenced more from the models of medium-
density videos resulting in a more pronounced performance
advantage of the proposed scheme for low- and high-density
videos. 

We investigated the impact of switching on the performance of
the proposed model using the METUCrowd dataset. As shown in
Fig. 6, the proposed method with switch performs the best for all
the cases as it switches to the correct training video. Similar to the
previous results, improvement is higher for low and high densities.
In the high-density scenes the approach with no model switching

Fig. 2  Velocity distributions of the two randomly selected frames (test data) and matched videos with various different constraints
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performs very poorly (below chance rate). These scenes have a
significantly higher number of moving objects and the motion of

the anomalous object is lost amongst the motion behaviour of other
objects. However, the approach with model switching performs

Fig. 3  Sample frames
a, c, e Example frames from the training videos and
b, d, f From testing videos of METUCrowd where the crowd density is low, medium and high. Anomalies are marked in circles

 

Fig. 4  Velocity histograms of the training and test data
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relatively well despite having a slightly lower performance than
low and medium densities. As mentioned in Section 3.5, the model
switching mechanism ensures a lower mean and standard deviation
in the training set, so the model is still able to detect the high
velocity anomalies. On the other hand, if it is explicitly forced to
select incorrect training videos, the performance is adversely
affected. For example, if the test case is low density, the
performance is lower when the algorithm is forced to employ
medium or high training videos. The use of all videos (no switch
case) also affects the performance negatively. 

5.3 Performance of the method under various conditions

To analyse the effects of environmental changes and low-velocity
anomalies on the performance, we generated a number of videos.
One of the original high density simulation videos has been
modified to create two other testing videos (i) having swaying trees
and (ii) having light changes. We also generated a simulation video
where the anomaly is caused by a slow moving object. In this
scenario, a low-velocity pedestrian enters the bicycle lane. A
variant of this video having swaying trees and light changes has
also been generated to analyse their effects on the performance.
The original model trained with videos not having any
environmental changes was used for testing the original video and
its variants having light changes and swaying trees. The results
were compared with those of the original video using both the
switching and non-switching approaches (Fig. 7a). The low-
velocity anomaly was also tested with and without these
environmental changes. As expected, environmental changes
reduce the performance slightly in either cases. In the video having
light changes, feature detection performs slightly weakly and it is
not able to detect some features. In the video containing swaying
trees, there are a number of false positives due to the motion of the
tree and some false negatives due to the occlusions with the object
causing anomaly. Even though there are performance degradations
in these cases, both the non-switched and switching based

approaches are affected. As a result, in all the test cases the
proposed method performs better compared to the no-switch
approach. 

For the low-velocity anomaly detection case, c set to 0.9 and the
ROC curves are presented in Fig. 7b. As seen in the figure, the
proposed method with switching is able to detect low-velocity
anomalies with better performance compared to the one without the
switch. Both the non-switched and switching based approaches are
affected in a similarly by the environmental changes.

5.4 Comparison with the state-of-the-art

The results were compared against those in the literature which
reported anomaly detection using the same publicly available
datasets: [8, 10–13, 17] for Peds1 and [4, 8, 10, 11, 13] for Peds2.

ROC curves for both datasets are shown in Fig. 8 and equal
error rate (EER) values in comparison with the existing literature in
Table 1. The ROC curves and EER values show that the proposed
method works better than most methods. While the method in [11]
is the best in terms of accuracy, it works significantly slower
compared to the other methods (see Section 5.6). The variability of
crowd density in Peds1 is higher than Peds2 and there is no
perspective problem in Peds2 contrary to Peds1. As a result, the
accuracy values reported in the literature are higher for Peds2. In
both data sets, the proposed method has improved the results
significantly compared to using a single model which does not
account for density variability. 

5.5 Parameter sensitivity analysis

To analyse the effect of the varying coefficient c on the overall
performance, the method was run with different values of c on
Peds1 and METUCrowd. The distribution of the results is given in
Table 2. The statistics in this table were obtained using the AUC
values calculated with c values in the range of [1.1, 2]. The results
presented in the table reveal that the method with the switching

Fig. 5  ROC curves for Peds1
a Low density
b Medium density
c High density

 

Fig. 6  ROC curves for METUCrowd
a Low density
b Medium density
c High density
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mechanism has better performance and has lower standard
deviation meaning that it is more stable. 

The coefficient is selected based on the expected nature of the
anomaly for the scene. For instance, the expected anomaly might

be vehicles which are not allowed in a pedestrianised area or a
slow moving pedestrian entering a bicycle path. 0 < c < 1 means
that the expected anomaly has a lower velocity than the general
behaviour and 1 < c < 2 means the expected anomaly has a higher
velocity.

5.6 Computational performance and complexity

The performance of the proposed method is compared against
those in the literature in Table 3 in terms of frames per second
(FPS). Only two of the existing works [11, 13] reported these
values (no specifics on their system configurations were reported).
For the proposed method, Peds1 and Peds2 FPS values are
different. Since it searches through the training set for the
appropriate model, having a higher number of data points in the
training set results in a higher cost. The model switching
mechanism is the most computationally costly part and the feature
detection and testing parts take less than 10% of the running time.
The complexity of the model switching is O(2N) where N is the
number of training videos. 

6 Conclusion
In this paper, a density aware method for anomaly detection in
crowded scenes is proposed. To detect these anomalies a simple
thresholding method is not sufficient because the abnormal
behaviours vary for different scenes and also changes throughout
the videos. The proposed method can adapt to the varying scene
characteristics by selecting the appropriate model to use at each
frame and can work in real time. The proposed approach does not
require any training videos containing anomalies and can be
configured to detect low-velocity and high-velocity anomalies. In
the future, the proposed anomaly detection method can be extended
to process textural anomalies in addition to the motion based ones
and can be adapted to other visual crowd surveillance tasks.
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Fig. 7  ROC curves for
a High-velocity anomaly scene and its variants
b Low-velocity anomaly scene and its variants

 

Fig. 8  ROC curves for
a Peds1 and
b Peds2
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Table 1 EER comparison
Method/dataset Peds1 Peds2
proposed method 0.29 0.15
Ryan et al. [11] 0.23 0.13
MDT 0.25 0.25
Adam et al. [10] 0.38 0.42
Kim and Grauman [8] 0.40 0.30
Seidenari et al. [12] 0.39 —
Mehran et al. [4] — 0.42

 

Table 2 AUC value statistics of different coefficients
Dataset Method w. switch Method w/o switch

Mean
AUC

Std.
dev.

Best
AUC

Mean
AUC

Std.
dev.

Best
AUC

Peds 1 0.703 0.047 0.761 0.682 0.067 0.746
simulation 0.660 0.051 0.757 0.593 0.054 0.669
 

Table 3 Processing speed in FPS
Method Dataset

Peds1 Peds2
proposed method 44.36 94.34
Ryan et al. [11] 9.40 9.40
MDT 0.04 0.04
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